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#### Abstract

In the present work the $M_{1}$ angular moments model in a velocity-adaptive frame is presented for rarefied gas dynamics applications. First of all, the derivation of the angular $M_{1}$ moments model in the particles mean velocity frame is introduced. The choice of the mean velocity framework in order to enforce the Galilean invariance property of the model is highlighted. In addition, it is shown that the model rewritten in terms of the entropic variables is Friedrichs-symmetric. Also, the derivation of the associated conservation laws and the zero mean velocity condition are detailed. Secondly, a suitable numerical scheme, preserving the realisable requirement of the numerical solution for the angular $M_{1}$ moments model in the mean velocity frame is proposed. Thirdly, some numerical results obtained considering several test cases in different collisional regimes are displayed.
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1. Introduction. Kinetic descriptions are known to be very accurate to describe the transport of particles in rarefied gas dynamics [18], neutron transport [40], plasma physics $[26,29]$ or radiative transfer [3]. However, they are also known to be computationally expensive to describe most realistic physical applications. An alternative way consists in considering fluid descriptions based on averaged physical quantities. However, such macroscopic descriptions are often not sufficiently accurate. The studied particles may have an energy distribution far from the thermodynamic equilibrium so that the fluid description is not applicable. Moreover kinetic effects can be important over time scales shorter than the collisional time so that fluid simulations are insufficient and kinetic codes have to be considered to capture the physical processes. Kinetic approaches are usually limited to times and lengths much shorter than those studied with fluid simulations. It is therefore an important challenge to describe kinetic effects using reduced kinetic codes operating on fluid time scales [11, 24].
The angular moments models represent an alternative method situated in between the kinetic and the fluid models. They require computational times shorter than kinetic models and provide results with a higher accuracy than fluid models. They originate from an angular moments average [33, 36] of the kinetic equations. The idea is to keep the velocity modulus (denoted $\zeta$ in this work) as a variable. That allows consideration of the particle distributions in energy far from equilibrium, while using a simplified description of particle angular distribution. Such models are obtained by integration of the kinetic equation in angle (integration on the unit sphere). Thus a hierarchy of moments equations can be obtained. There exist several moment models whose differences come from the choice of the closure relation. In this document we consider the angular moments models [8] based on an entropy minimisation principle. The entropy minimisation problems have been widely studied in $[28,33,35,42,1,30,43]$. The underlying distribution function is given by an exponential of a polynomial function depending on the particle energy and it is therefore non negative. Moreover, these closures verify fundamental mathematical properties [28, 41, 25] such as hyperbolicity

[^0]and entropy dissipation. However, their solutions could be rather different from the solution of the full kinetic equation. Moreover, from the numerical point of view, even if the closure is well defined, computational challenges remain. In particular, the resolution of the entropy minimisation problem can be very computationally costly and we refer to [1] for a specific treatment.

Firstly, the entropic $M_{1}$ model was introduced in the context of radiation hydrodynamics $[45,4,9,44,7,38,39]$. When writing the radiation hydrodynamics equations one needs to choose the frame in which the quantities are considered: the laboratory frame or the frame moving with the fluid. Even if the laboratory frame enables to keep the hyperbolic part of the system simple, the interaction part (coupling part) become very complex [32]. Therefore, in the case of moving fluids, one chooses the frame moving with the fluid in order to keep the source terms unaffected by the fluid motions. However this choice of framework brings non-conservative terms to the equations [32]. We refer here to [16] for a clear discussion of this point.
Secondly, the entropic $M_{1}$ model has been recently considered for the study of electron dynamics in plasmas $[8,22,23,21]$. In these works the quantities are evaluated in the framework of ions which are considered as fixed. In this case the ion frame coincides with the laboratory frame. However, when considering the ion motion, the ion frame is different of the laboratory frame and, similarly to the case of a moving fluid in radiation hydrodynamics, ones works in the moving frame (ion frame) in order to keep the collision operator form simple. We mention here, that this case has never been investigated, considering entropic angular moments models, and its study seems particularly challenging.
In this work the non-charged particles dynamics is investigated. In agreement with the previous studies achieved in the fields of radiation hydrodynamics and plasma physics, and in order to extend the present study to more complex configurations, we choose to work in a velocity-adaptive frame considering the particle mean velocity. In addition to simplify the form of collision operators, this choice enables to decrease the computational cost since the velocity grid is centred on the particle mean velocity and its size can be greatly reduced. Also, this choice of velocity plays an important role on the Galilean invariance property of the model. This point is presented in details in this study.

In order to derive the $M_{1}$ angular moments model in the mean velocity frame, a velocity change is considered to derived the kinetic equation in a moving frame. Note, that rescaled velocity approaches are largely used in different context see [13, 5, 34] for example. However, the numerical treatment of the additional terms which appear when considering such a procedure on the kinetic equation can be challenging. In [12], in the context of granular flows, a numerical algorithm based on a relative energy scaling is proposed. Then, a clever de-coupling with the hydrodynamics equation is used to avoid the problems related to the change of scales in velocity variables. Significant results on the derivation of Galilean invariant minimum entropy systems have been obtained in [25]. It has been shown that polynomials weight functions growing super-quadratically at infinity lead to unusable hyperbolic moment systems. Indeed, in this case equilibrium states are boundary points of the admissible set with possible singular fluxes [25]. In addition it has also been shown that non-polynomial weight function can not be used without losing the Galilean invariance property of the moments systems. Therefore, one understands here the difficulty in deriving adapted Galilean invariant reduced models. We also mention $[20,31]$ where this issue is addressed.

The present study is original for two main reasons. First of all, contrarily to the previous works, angular moments are considered. The integration of the kinetic equation is only performed in angle (on the unit sphere) while the velocity modulus is kept as a variable. This partial integration leads to angular moments models which do not suffer of the restrictions presented in [25]. However, it can be shown that these resulting angular moments models are not Galilean invariant since they are not invariant by translational transformations. Therefore, the second original idea presented here to surpass this major drawback, is to work in the framework of the particles mean velocity. In this work, it is shown that this choice of velocity origin framework enables to recover the invariance property when considering translational transformations. Therefore, in this paper, a Galilean invariant reduced model is presented in the context of rarefied gas dynamics.

The plan of this study is the following. First of all, the derivation of the angular $M_{1}$ moments model in the mean velocity frame is introduced. The choice of the mean velocity framework in order to enforce the Galilean invariance property of the model is highlighted. In addition, it is shown that the model rewritten in terms of the entropic variables is Friedrichs-symmetric. Also, the derivation of the associated conservation laws and the zero mean velocity condition are detailed. Secondly, a suitable numerical scheme, preserving the realisability requirement of the numerical solution for the angular $M_{1}$ moments model in the mean velocity frame is proposed. Thirdly, some numerical results obtained considering several test cases in different collisional regimes are displayed. Finally, some conclusion and perspectives are given.
2. Derivation of the model. Velocity change of variables procedures are used in various contexts (see $[13,12,5,34]$ for example) and can enable the simplification of a collisional operator form or the reduction of the velocity grid size used for numerical applications. In the context of angular moments models [8], it will be seen in the next section that moving frame formulations play an important role in enforcing the Galilean invariance property. In order to explain in details this point, in this section we introduce the kinetic formulation in a moving frame from which the $M_{1}$ angular moments model studied is derived.
2.1. The kinetic equation in a velocity-adaptive frame. We start considering the following kinetic equation written in the laboratory framework

$$
\begin{equation*}
\partial_{t} f(\alpha)+d i v_{x}(v f(\alpha))=C(f(\alpha)) \tag{2.1}
\end{equation*}
$$

where $f$ represents the particle distribution function and $\alpha=(t, x, v) \in \mathbb{R}_{t}^{+} \times \mathbb{R}_{x}^{3} \times \mathbb{R}_{v}^{3}$. The form of the collisional operator $C$ is not detailed here but only the properties used in this study will be detailed.

Proposition 2.1. The kinetic equation (2.1) written in a velocity-adaptive framework writes

$$
\begin{align*}
\partial_{t} g(t, x, c) & +\operatorname{div}_{x}((c+u) g(t, x, c))  \tag{2.2}\\
& -\operatorname{div}_{c}\left[\left(\partial_{t} u+\partial_{x} u(c+u)\right) g(t, x, c)\right]=C(g(t, x, c))
\end{align*}
$$

where the new velocity $c$ is defined by

$$
c=v-u(t, x)
$$

with $u$ a relative velocity which needs be specified.

Remark: The term $\left(\partial_{x} u\right)$ is a second order tensor defined by

$$
\left(\partial_{x} u\right)_{i j}=\partial_{x_{j}} u_{i}
$$

Proof. In this case the transformation is a velocity shift

$$
f(t, x, v)=f(t, x, c+u(t, x)) \equiv g(t, x, c)
$$

and one directly obtains

$$
d f=d g-\sum_{k}\left(\partial_{c_{k}} g\right) d u_{k}
$$

where we use $d=\partial_{t}$ and $d=\partial_{x_{i}}$. Therefore from

$$
\partial_{t} f+\sum_{i} v_{i} \partial_{x_{i}} f=0
$$

it follows that

$$
\partial_{t} g+\sum_{i}\left(c_{i}+u_{i}\right) \partial_{x_{i}} g-\sum_{k} \partial_{c_{k}} g\left(\partial_{t} u_{k}+\sum_{i}\left(c_{i}+u_{i}\right) \partial_{x_{i}} u_{k}\right)=0
$$

which rewrites

$$
\partial_{t} g+\sum_{i} \partial_{x_{i}}\left(\left(c_{i}+u_{i}\right) g\right)-\sum_{k} \partial_{c_{k}}\left(\left(\partial_{t} u_{k}+\sum_{i}\left(c_{i}+u_{i}\right) \partial_{x_{i}} u_{k}\right) g\right)=0
$$

giving the result (2.2).
Eq.(2.2) is used in the next sections to derive the angular $M_{1}$ moments model in a velocity-adaptive frame. Of course, an additional evolution equation is required to compute the velocity $u$. In this work, the velocity $u$ is chosen as the particles mean velocity in the fixed frame (laboratory frame). This choice enables the reduction of the size of the velocity grids and plays an important role in enforcing the Galilean invariance property of the angular $M_{1}$ model. This point is presented in details in the next sections. In order to derive the evolution equation for $u$, the kinetic equation (2.1) is integrated in velocity. This leads to the following conservation laws

$$
\begin{align*}
& \partial_{t} n+\operatorname{div}_{x}(n u)=0  \tag{2.3}\\
& \partial_{t}(n u)+\operatorname{div}_{x}\left(\int_{v} f v \otimes v d v\right)=0
\end{align*}
$$

Remark: The divergence of a second order tensor $\overline{\bar{A}}$ results in a vector defined by

$$
\left(d i v_{x} \overline{\bar{A}}\right)_{i}=\sum_{j} \partial_{x_{j}} A_{i j}
$$

Injecting the following expansion into (2.3)

$$
v \otimes v=(v-u) \otimes(v-u)+(v-u) \otimes u+u \otimes(v-u)+u \otimes u
$$

and by using the following identities

$$
\begin{aligned}
& \int_{v} u \otimes u f d v=n u \otimes u \\
& \int_{v} u \otimes(v-u) f d v=u \otimes \int_{v}(v-u) f d v=0 \\
& \int_{v}(v-u) \otimes u f d v=\int_{v}(v-u) f d v \otimes u=0
\end{aligned}
$$

one obtains the evolution equation for $u$ expressed in the new frame quantities

$$
\begin{equation*}
\partial_{t}(n u)+d i v_{x}(n u \otimes u)+d i v_{x}\left(\int_{v} g(c) c \otimes c d c\right)=0 \tag{2.4}
\end{equation*}
$$

where

$$
n=\int_{c} g(c) d c
$$

The equations (2.3) and (2.4) will be used to compute the relative velocity $u$ at each time step.
2.2. $M_{1}$ angular moments model in a moving frame. The $M_{1}$ angular moments model in a moving frame is derived by performing an angular moments extraction of the kinetic equation (2.2). One defines the following three first angular moments of the distribution function $g$
$g_{0}(\zeta)=\zeta^{2} \int_{S^{2}} g(\Omega, \zeta) d \Omega, g_{1}(\zeta)=\zeta^{2} \int_{S^{2}} g(\Omega, \zeta) \Omega d \Omega, g_{2}(\zeta)=\zeta^{2} \int_{S^{2}} g(\Omega, \zeta) \Omega \otimes \Omega d \Omega$,
where $S^{2}$ is the unit sphere.
The complete derivation of the $M_{1}$ angular moments model in a moving frame is presented in appendix. Removing the collisional operators contribution, this model reads

$$
\left\{\begin{align*}
& \partial_{t} g_{0}+d i v_{x}\left(\zeta g_{1}+u g_{0}\right)-\partial_{\zeta}\left(\frac{d u}{d t} \cdot g_{1}+\zeta \partial_{x} u: g_{2}\right)=0  \tag{2.5}\\
& \partial_{t} g_{1}+d i v_{x}\left(\zeta g_{2}+u \otimes g_{1}\right)- \partial_{\zeta}\left(g_{2} \frac{d u}{d t}+\zeta g_{3} \partial_{x} u\right) \\
&+\frac{g_{0} I d-g_{2}}{\zeta} \frac{d u}{d t}+\left(\left(\partial_{x} u\right) g_{1}-g_{3}\left(\partial_{x} u\right)\right)=0
\end{align*}\right.
$$

where $\frac{d u}{d t}$ is defined as

$$
\frac{d u}{d t}=\partial_{t} u+\left(\partial_{x} u\right) u
$$

and the third order moments $g_{3}$ as

$$
\begin{equation*}
g_{3}(\zeta)=\zeta^{2} \int_{S^{2}} g(\Omega, \zeta) \Omega \otimes \Omega \otimes \Omega d \Omega \tag{2.6}
\end{equation*}
$$

Remark: The term $\left(\partial_{x} u\right) g_{1}$ represents the product of the second order tensor $\left(\partial_{x} u\right)$ with the vector $g_{1}$ and results in a vector defined by

$$
\left(\left(\partial_{x} u\right) g_{1}\right)_{i}=\sum_{j}\left(\partial_{x_{j}} u_{i}\right) g_{1 j}
$$

The term $g_{3}\left(\partial_{x} u\right)$ represents the product of the third order tensor $g_{3}$ with the second order tensor $\left(\partial_{x} u\right)$ and results in a vector defined by

$$
\left(g_{3}\left(\partial_{x} u\right)\right)_{i}=\sum_{j, k} g_{3 i j k}\left(\partial_{x_{k}} u_{j}\right)
$$

The term $\partial_{x} u: g_{2}$ represents the twice tensor contraction of the second order tensor $\left(\partial_{x} u\right)$ with the second order tensor $g_{2}$ and results in a scalar defined by

$$
\partial_{x} u: g_{2}=\sum_{i, j}\left(\partial_{x_{j}} u_{i}\right): g_{2 i j}
$$

The evolution law (2.4) expressed in terms of the angular moments rewrites

$$
\begin{equation*}
\partial_{t}(n u)+d i v_{x}(n u \otimes u)+\operatorname{div_{x}}\left(\int_{0}^{+\infty} g_{2}(\zeta) \zeta^{2} d \zeta\right)=0 \tag{2.7}
\end{equation*}
$$

In order to close the system (2.5), the higher order moments $g_{2}$ and $g_{3}$ must be expressed in terms of $g_{0}$ and $g_{1}$. Following [8] and the references therein, the $M_{1}$ closure is considered. This closure relation originates from an entropy minimisation principle $[28,33]$. The underlying distribution function $g$ is obtained as a solution of the following minimisation problem

$$
\begin{equation*}
\min _{g \geq 0}\left\{\mathcal{H}(g) / \forall \zeta \in \mathbb{R}^{+}, \zeta^{2} \int_{S^{2}} g(\Omega, \zeta) d \Omega=g_{0}(\zeta), \zeta^{2} \int_{S^{2}} g(\Omega, \zeta) \Omega d \Omega=g_{1}(\zeta)\right\} \tag{2.8}
\end{equation*}
$$

where $\mathcal{H}(g)$ is the angular entropy defined by

$$
\mathcal{H}(g)=\zeta^{2} \int_{\mathbb{S}^{2}}(g \ln g-g) d \Omega
$$

The solution of $(2.8)$ writes $[28,10]$

$$
\begin{equation*}
g(\Omega, \zeta)=\exp \left(a_{0}(\zeta)+a_{1}(\zeta) \cdot \Omega\right) \tag{2.9}
\end{equation*}
$$

where $a_{0}(\zeta)$ is a scalar and $a_{1}(\zeta)$ a real valued vector. The coefficients $a_{0}$ and $a_{1}$ are the Lagrange multipliers associated to entropy minimisation problem (2.8), to a certain extent they represent the moments $g_{0}$ and $g_{1}$, and we refer to $[30,28]$ and the references therein for more details on minimum entropic closures. Then extending the ideas of $[10,8,28]$ one can show that the closure relation for $g_{2}$ is given by

$$
\begin{equation*}
g_{2}=g_{0}\left(\frac{3 \chi(\alpha)-1}{2} \frac{g_{1}}{\left|g_{1}\right|} \otimes \frac{g_{1}}{\left|g_{1}\right|}+\frac{1-\chi(\alpha)}{2} I d\right) \tag{2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi(\alpha)=\frac{1+|\alpha|^{2}+|\alpha|^{4}}{3}, \quad \alpha=g_{1} / g_{0} \tag{2.11}
\end{equation*}
$$

Similarly the higher order moment $g_{3}$ reads

$$
\begin{equation*}
g_{3}=\left(\frac{3\left|g_{1}\right|-\chi_{2} g_{0}}{2}\right) \frac{g_{1}}{\left|g_{1}\right|} \otimes \frac{g_{1}}{\left|g_{1}\right|} \otimes \frac{g_{1}}{\left|g_{1}\right|}+\frac{\chi_{2} g_{0}-\left|g_{1}\right|}{2}\left(\frac{g_{1}}{\left|g_{1}\right|} \vee I d\right) \tag{2.12}
\end{equation*}
$$

with

$$
\chi_{2}(\alpha)=\frac{3|\alpha|-|\alpha|^{3}+3|\alpha|^{5}}{5}
$$

and

$$
\begin{aligned}
\frac{g_{1}}{\left|g_{1}\right|} \vee I d & =\frac{g_{1}}{\left|g_{1}\right|} \otimes e_{1} \otimes e_{1}+e_{1} \otimes \frac{g_{1}}{\left|g_{1}\right|} \otimes e_{1}+e_{1} \otimes e_{1} \otimes \frac{g_{1}}{\left|g_{1}\right|} \\
& +\frac{g_{1}}{\left|g_{1}\right|} \otimes e_{2} \otimes e_{2}+e_{2} \otimes \frac{g_{1}}{\left|g_{1}\right|} \otimes e_{2}+e_{2} \otimes e_{2} \otimes \frac{g_{1}}{\left|g_{1}\right|} \\
& +\frac{g_{1}}{\left|g_{1}\right|} \otimes e_{3} \otimes e_{3}+e_{3} \otimes \frac{g_{1}}{\left|g_{1}\right|} \otimes e_{3}+e_{3} \otimes e_{3} \otimes \frac{g_{1}}{\left|g_{1}\right|}
\end{aligned}
$$

Before studying the models properties, the realisability conditions associated to the model (2.5) are introduced

$$
\begin{equation*}
\mathcal{A}=\left(\left(g_{0}, g_{1}\right) \in \mathbb{R}^{2}, g_{0} \geq 0, \quad\left|g_{1}\right| \leq g_{0}\right) \tag{2.13}
\end{equation*}
$$

Since the distribution function $g$ is a nonnegative quantity the realisability conditions (2.13) naturally needs to be satisfied. In addition, these conditions are related to the existence of a nonnegative distribution function from which the angular moments can be derived [36].
3. Model properties. In this section the main properties of the angular $M_{1}$ model in a moving frame (2.5)-(2.7) are presented. It is first proved that the choice of working in the mean velocity frame enables to ensure the Galilean invariance property of the model. Secondly it is shown that this model, rewritten in terms of entropic variables, is Friedrichs-symmetric. Finally, the derivation of the conservation laws is detailed.
3.1. Galilean invariance property. Galilean invariance is a fundamental feature of the Boltzmann equation. Following [25], we start defining translational and rotational transformations. For any vector $s \in \mathbb{R}^{d}$ and any rotation matrix $R \in S O(d)$

$$
\left(\mathcal{T}_{s} f\right)(v)=f(v-s), \quad\left(\mathcal{T}_{R} f\right)(v)=f(R v), \quad v \in \mathbb{R}^{d}
$$

The following translational and rotational invariance properties of the collisional operator $C$ are considered

$$
\begin{equation*}
\mathcal{T}_{s} C(f)=C\left(\mathcal{T}_{s}(f)\right), \quad \mathcal{T}_{R} C(f)=C\left(\mathcal{T}_{R}(f)\right) \tag{3.1}
\end{equation*}
$$

Note that the Boltzmann collision operator or the BGK collision operator [19] satisfy such properties. Using equation (3.1) the Galilean invariance property of the kinetic equation (2.1) can be shown. Indeed, the reference coordinates system $(t, x, v)$ and a new set of coordinates $(t, \tilde{x}, \tilde{v})$ can be linked by the following relations

$$
\begin{equation*}
\tilde{x}=R x-s t, \quad \tilde{v}=R v-s \tag{3.2}
\end{equation*}
$$

for any constant vector $s \in \mathbb{R}^{d}$. Distribution function $\tilde{f}$ in the moving frame is defined as

$$
\tilde{f}(t, \tilde{x}, \tilde{v})=f(t, x, v)
$$

Consequently the following relations can be derived

$$
\partial_{t} f(t, x, v)=\partial_{t} \tilde{f}(t, \tilde{x}, \tilde{v})-s . \partial_{x} \tilde{f}(t, \tilde{x}, \tilde{v}), \quad \partial_{x} f(t, x, v)=R \partial_{\tilde{x}} \tilde{f}(t, \tilde{x}, \tilde{v})
$$

Therefore using (2.1), it follows that $\tilde{f}$ satisfies

$$
\begin{equation*}
\partial_{t} \tilde{f}(t, \tilde{x}, \tilde{c})+\operatorname{div}_{\tilde{x}}(\tilde{v} \tilde{f}(t, \tilde{x}, \tilde{c}))=C(\tilde{f}(t, \tilde{x}, \tilde{c})) \tag{3.3}
\end{equation*}
$$

which shows the Galilean invariance of (2.1).
The same property cannot be directly obtained when considering the $M_{1}$ angular moments model (2.5)-(2.7). Indeed, when integrating (2.1) on the unit sphere and applying the change of variables (3.2) lead to inconvenient nonlinear terms and we are not able to show that the form of the $M_{1}$ model is invariant by translational transformation. In order to overcome this drawback, in this study, we propose to not derive the $M_{1}$ angular moments model from the kinetic equation (2.1) but from the kinetic equation (2.2) which is expressed in a mobile reference frame. In particular, in this work the velocity $u$ used in (2.2) is chosen as the particles mean velocity defined by

$$
\begin{equation*}
u=\frac{1}{n} \int_{\mathbb{R}^{3}} f(v) v d v \tag{3.4}
\end{equation*}
$$

In order to show the advantage in deriving the $M_{1}$ angular moments model from the kinetic equation (2.2), the kinetic equation (3.3) is rewritten in its mean velocity frame. This second kinetic equation expressed in a velocity-adaptive frame reads

$$
\begin{align*}
\partial_{t} \tilde{g}(t, \tilde{x}, \tilde{c}) & +\operatorname{div}_{\tilde{x}}((\tilde{c}+\tilde{u}) \tilde{g}(t, \tilde{x}, \tilde{c}))  \tag{3.5}\\
& -\operatorname{div}_{\tilde{c}}\left[\left(\partial_{t} \tilde{u}+\partial_{\tilde{x}} \tilde{u}(\tilde{c}+\tilde{u})\right) \tilde{g}(t, \tilde{x}, \tilde{x})\right]=C(\tilde{g}(t, \tilde{x}, \tilde{c}))
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{u}=\frac{1}{n} \int_{\mathbb{R}^{3}} \tilde{f}(\tilde{v}) \tilde{v} d \tilde{v} \tag{3.6}
\end{equation*}
$$

The key point which will be useful when considering angular moments models is the relation between the two kinetic equations (2.2) and (3.5). Indeed, the two relative velocities $u$ and $\tilde{u}$ are linked through the following relation

$$
\begin{equation*}
\tilde{u}=R u-s \tag{3.7}
\end{equation*}
$$

Therefore, we propose to consider the following change of variable

$$
\begin{equation*}
\tilde{x}=R x-s t, \quad \tilde{c}=R c, \quad \tilde{u}=R u-s \tag{3.8}
\end{equation*}
$$

Indeed, by injecting the change of variable (3.7)-(3.8) into (2.2) and using the following relations

$$
\begin{align*}
\partial_{t} u & ={ }^{t} R\left(\partial_{t} \tilde{u}-\left(\partial_{\tilde{x}} \tilde{u}\right) s\right) \\
\partial_{x} u & ={ }^{t} R\left(\partial_{\tilde{x}} \tilde{u}\right) R \tag{3.9}
\end{align*}
$$

and

$$
\begin{align*}
\partial_{t} g & =\partial_{t} \tilde{g}-\left(\partial_{\tilde{x}} \tilde{g}\right) s, \\
\partial_{x} g & =\left(\partial_{\tilde{x}} \tilde{g}\right) R,  \tag{3.10}\\
\partial_{c} g & =\left(\partial_{\tilde{c}} \tilde{g}\right) R,
\end{align*}
$$

a direct calculation enables to recover equation (3.5). The relationships between the different studied frameworks are summarised on Fig 3.1. The starting point is the kinetic equation (2.1) expressed in the fixed frame, denoted $A_{0}$. Since this kinetic equation is Galilean invariant, one obtains (3.3) denoted $B_{0}$, by using (3.2). Secondly, the kinetic equation in a velocity-adaptive frame (2.2) denoted A has been derived. In the present case $u$ is the particles mean velocity defined in (3.4). The same procedure can be applied on (3.3) to obtain (3.5), denoted B. Finally, one remarks that (2.2) and (3.5), denoted A and B are linked by the change of variable (3.8). The change

$$
\begin{aligned}
& \tilde{x}=R x-s t \\
& \tilde{v}=R v-s
\end{aligned}
$$

Fig. 3.1: Diagram presenting the relations between the different frames
of variables (3.8) makes the link between equations (2.2) and (3.5) relevant when considering angular moments models. Indeed, this change of variable also enables to link the angular $M_{1}$ model derived from the kinetic equation (2.2) to the angular $M_{1}$ model derived from the kinetic equation (3.5). This point is detailed in the following result.

Theorem 3.1. (Galilean invariance property)
The form of the $M_{1}$ angular moments model (2.5) expressed in the mean velocity frame is invariant by rotational and translational transformations.

Proof. Before showing the Galilean invariance property of the $M_{1}$ angular moments model (2.5), we define the quantities in the new frame. Consider the velocity modulus $\tilde{\zeta}$ and $\tilde{\Omega}$ the angular direction in the velocity-adaptive frame

$$
\tilde{\zeta}=|\tilde{c}|, \quad \tilde{c}=\tilde{\zeta} \tilde{\Omega}
$$

we define the two first angular moments $\tilde{g}_{0}$ and $\tilde{g}_{1}$ in the velocity-adaptive frame

$$
\tilde{g}_{0}=\tilde{\zeta}^{2} \int_{\tilde{S}_{2}} \tilde{g}(t, \tilde{x}, \tilde{c}) d \tilde{\Omega}, \quad \tilde{g}_{1}=\tilde{\zeta}^{2} \int_{\tilde{S}_{2}} \tilde{g}(t, \tilde{x}, \tilde{c}) \tilde{\Omega} d \tilde{\Omega}
$$

Using the fact that

$$
\begin{equation*}
\tilde{\zeta}=\zeta, \quad \tilde{\Omega}=R \Omega \tag{3.11}
\end{equation*}
$$

and the equations (3.10), the following relations can be derived

$$
\begin{align*}
\tilde{g}_{0} & =g_{0} \\
\partial_{t} g_{0} & =\partial_{t} \tilde{g}_{0}-\partial_{\tilde{x}} \tilde{g}_{0} s, \\
\partial_{x} g_{0} & =\partial_{\tilde{x}} \tilde{g}_{0} R  \tag{3.12}\\
\partial_{\zeta} g_{0} & =\partial_{\tilde{\zeta}} \tilde{g}_{0}
\end{align*}
$$

and

$$
\begin{align*}
g_{1} & =R \tilde{g}_{1}, \\
\partial_{t} g_{1} & ={ }^{t} R\left(\partial_{t} \tilde{g}_{1}-\partial_{\tilde{x}} \tilde{g}_{1} s\right), \\
\partial_{x} g_{1} & ={ }^{t} R \partial_{\tilde{x}} \tilde{g}_{1} R,  \tag{3.13}\\
\partial_{\zeta} g_{1} & ={ }^{t} R \partial_{\tilde{\zeta}} \tilde{g}_{1} .
\end{align*}
$$

Using the definition of $\tilde{g}_{2}$, we remark that

$$
\begin{align*}
\tilde{g}_{2} & =\tilde{\zeta}^{2} \int_{\tilde{S}_{2}} \tilde{g}(t, \tilde{x}, \tilde{c}) \tilde{\Omega} \otimes \tilde{\Omega} d \tilde{\Omega} \\
& =\zeta^{2} \int_{\tilde{S}_{2}} \tilde{g}(t, \tilde{x}, \tilde{c}) R \tilde{\Omega} \otimes \tilde{\Omega}^{t} R d \tilde{\Omega} \tag{3.14}
\end{align*}
$$

Then injecting (3.12)-(3.13) into the first equation of (2.5) and using (3.14) and (3.9) a direct calculation gives

$$
\partial_{t} \tilde{g}_{0}+\operatorname{div} v_{x}\left(\tilde{\zeta}_{\tilde{g}}^{1}+\tilde{u} \tilde{g}_{0}\right)-\partial_{\tilde{\zeta}}\left(\frac{d \tilde{u}}{d t} \cdot \tilde{g}_{1}+\tilde{\zeta} \partial_{\tilde{x}} \tilde{u}: \tilde{g}_{2}\right)=0
$$

In order to deal with the second equation of (2.5), we remark that using (3.11) the $i j k^{t h}$ component of the higher order moments $g_{3}$ defined in (2.6) rewrites

$$
\begin{equation*}
g_{3 i j k}=\sum_{l, m, n} \tilde{\zeta}^{2} \int_{\tilde{S}_{2}}{ }^{t} R_{i l}{ }^{t} R_{j m}{ }^{t} R_{k n}(\tilde{\Omega} \otimes \tilde{\Omega} \otimes \tilde{\Omega})_{l m n} d \tilde{\Omega} \tag{3.15}
\end{equation*}
$$

Therefore, using (3.14) and (3.15) a direct calculation gives

$$
\begin{equation*}
\operatorname{div}_{x} g_{2}={ }^{t} R \operatorname{div}_{\tilde{x}} \tilde{g}_{2} \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{3} \partial_{x} u={ }^{t} R \tilde{g}_{3} \partial_{x} \tilde{u} \tag{3.17}
\end{equation*}
$$

Consequently injecting (3.12)-(3.13) into the second equation of (2.5) and using the relations (3.9)-(3.16) and (3.17), one obtains

$$
\left\{\begin{aligned}
& \partial_{t} \tilde{g}_{1}+\operatorname{div} v_{\tilde{x}}\left(\tilde{\zeta} \tilde{g}_{2}+\tilde{u} \otimes \tilde{g}_{1}\right)-\partial_{\tilde{\zeta}}\left(\tilde{g}_{2} \frac{d \tilde{u}}{d t}+\tilde{\zeta} \tilde{g}_{3} \partial_{\tilde{x}} \tilde{u}\right) \\
&+\frac{\tilde{g}_{0} I d-\tilde{g}_{2}}{\tilde{\zeta}} \frac{d \tilde{u}}{d t}+\left(\left(\partial_{\tilde{x}} \tilde{u}\right) \tilde{g}_{1}-\tilde{g}_{3} \partial_{\tilde{x}} \tilde{u}\right)=0 .
\end{aligned}\right.
$$

3.2. Symmetrization property. In this section it is shown that the $M_{1}$ model in a moving frame (2.5)-(2.7) written in terms of the entropic variables is Friedrichs symmetric. Following [28], the $M_{1}$ model in a moving frame (2.5) can be rewritten in terms of the entropic variables $a_{0}$ and $a_{1}$. This procedure is sometimes called a Godunov's symmetrisation [17].

ThEOREM 3.2. The $M_{1}$ model in a moving frame (2.5) written in terms of the variables $a_{0}$ and $a_{1}$ is Friedrichs symmetric.

Remark: We mention here that this property is not shown for the complete system (2.5)-(2.7), we only consider the system (2.5) for a given $u$ with enough regularity neglecting the coupling. The demonstration to the general model seems particularly challenging.

Proof. Setting

$$
{ }^{t} m=(1, \Omega), \quad{ }^{t} \alpha=\left(\alpha_{0}, \alpha_{1}\right)
$$

the distribution function (2.9) reads

$$
g(t, x, \zeta, \Omega)=\exp (\alpha . m)
$$

and the solution of (2.5)-(2.10)-(2.12) writes

$$
{ }^{t}\left(g_{0}, g_{1}\right)=\left\langle\zeta^{2} \exp (\alpha . m) m\right\rangle
$$

where the notation 〈.〉 refers to the angular integration on the unit sphere. Consequently, after a direct calculation, the $M_{1}$ angular moments model in a moving frame (2.5) rewrites

$$
\begin{equation*}
A_{0}(\alpha) \partial_{t}\binom{\alpha_{0}}{\alpha_{1}}+\sum_{j} A_{j}(\alpha) \partial_{x_{j}}\binom{\alpha_{0}}{\alpha_{1}}+B(\alpha) \partial_{\zeta}\binom{\alpha_{0}}{\alpha_{1}}+S(x, \zeta, \alpha)=\binom{0}{0} \tag{3.18}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{0}(\alpha)=<\exp (\alpha . m)\left(\begin{array}{cc}
1 & { }^{t} \Omega \\
\Omega & \Omega \otimes \Omega
\end{array}\right)> \\
& A_{j}(\alpha)=<\left(\zeta \Omega_{j}+u_{j}\right) \exp (\alpha . m)\left(\begin{array}{cc}
1 & { }^{t} \Omega \\
\Omega & \Omega \otimes \Omega
\end{array}\right)> \\
& B(\alpha)=<-\left(\zeta^{2} \frac{d u}{d t} \cdot \Omega+\zeta^{3} \partial_{x} u: \Omega \otimes \Omega\right) \exp (\alpha \cdot m)\left(\begin{array}{cc}
1 & { }^{t} \Omega \\
\Omega & \Omega \otimes \Omega
\end{array}\right)>
\end{aligned}
$$

and

$$
S(x, \zeta, \alpha)=\binom{\left(d i v_{x} u\right) g_{0}-\frac{2}{\zeta} \frac{d u}{d t} \cdot g_{1}-3 \partial_{x} u: g_{2}}{\left(\partial_{x} u\right) g_{1}-\frac{2}{\zeta} g_{2} \frac{d u}{d t}-3 g_{3} \partial_{x} u+\frac{g_{0} I d-g_{2}}{\zeta} \frac{d u}{d t}+\left(\left(\partial_{x} u\right) g_{1}-g_{3}\left(\partial_{x} u\right)\right)}
$$

Since $A_{0}(\alpha)$ is a positive-definite symmetric matrix and $A_{j}(\alpha)$ and $B(\alpha)$ are symmetric matrices, one obtains that the system (3.18) is Friedrichs-symmetric [14, 2].
3.3. Conservation laws. In this section the derivation of the conservation laws derived from the angular $M_{1}$ model in a moving frame (2.5) is detailed.
Before deriving the mass and energy conservation equations, we point out that in this work the velocity $u$ is chosen as the particles mean velocity. Therefore, in the considered framework the mean velocity is equal to zero. This point is expressed by the following condition

$$
\begin{equation*}
\int_{0}^{+\infty} g_{1}(t, x, \zeta) \zeta d \zeta=0 \tag{3.19}
\end{equation*}
$$

Multiplying the second equation of (2.5) by $\zeta$ and integrating in $\zeta$, one shows using Green's formula that all the terms vanish two by two and that condition (3.19) is preserved over times.
The derivation of the mass conservation equation can be directly obtained by direct integration in $\zeta$. Indeed, integrating the first equation of (2.5) in $\zeta$, one obtains

$$
\begin{equation*}
\partial_{t} n+d i v_{x}(n u)=0 \tag{3.20}
\end{equation*}
$$

where condition (3.19) has been used.
In order to derive the energy conservation equation, one starts multiplying the first equation of (2.5) by $\frac{m}{2} \zeta^{2}$ and integrate in $\zeta$ to obtain the following internal energy equation

$$
\begin{align*}
\partial_{t}\left(\frac{1}{2} \int_{0}^{+\infty} g_{0} \zeta^{2} d \zeta\right)+\operatorname{div}\left(\frac{1}{2} \int_{0}^{+\infty} g_{1} \zeta^{3} d \zeta\right. & \left.+u \frac{1}{2} \int_{0}^{+\infty} g_{0} \zeta^{2} d \zeta\right)  \tag{3.21}\\
& +\left(\partial_{x} u: \int_{0}^{+\infty} g_{2} \zeta^{2} d \zeta\right)=0
\end{align*}
$$

One notices that since the mean velocity frame is considered, only an equation on the internal energy is obtained. The kinetic energy equation is derived from the evolution equation (2.7) and writes

$$
\begin{equation*}
\partial_{t}\left(n u^{2}\right)+\operatorname{div}_{x}\left(\frac{n u^{2}}{2} u\right)+u \cdot \operatorname{div}_{x}\left(\int_{0}^{+\infty} g_{2} \zeta^{2} d \zeta\right)=0 \tag{3.22}
\end{equation*}
$$

The energy conservation equation is directly obtained by summing equation (3.21) with equation (3.22).
4. Numerical scheme. In this part an appropriate numerical scheme is proposed for the $M_{1}$ model in a moving framework in an one dimensional spatial geometry considering a standard BGK collision operator [19]. In this case, the collisional operator $C(f)$ used in (2.1) is specified

$$
C(f)=\frac{1}{\tau}\left(M_{f}-f\right)
$$

with

$$
M_{f}(v)=\frac{n}{(2 \pi T)^{3 / 2}} \exp \left(-\frac{(v-u)^{2}}{2 T}\right)
$$

and $\tau$ is a collisional parameter which is fixed depending of the collisional regime studied. In this case the $M_{1}$ model in a moving framework (2.5) writes

$$
\left\{\begin{align*}
\partial_{t} g_{0}+\partial_{x}\left(\zeta g_{1}+u g_{0}\right)-\partial_{\zeta}\left(\frac{d u}{d t} g_{1}+\zeta\left(\partial_{x} u\right) g_{2}\right)= & \frac{1}{\tau}\left(M_{g_{0}}-g_{0}\right)  \tag{4.1}\\
\partial_{t} g_{1}+\partial_{x}\left(\zeta g_{2}+u g_{1}\right)-\partial_{\zeta}\left(\frac{d u}{d t} g_{2}+\zeta\left(\partial_{x} u\right) g_{3}\right)+ & \frac{d u}{d t} \frac{g_{0}-g_{2}}{\zeta} \\
& +\left(\partial_{x} u\right)\left(g_{1}-g_{3}\right)=-\frac{1}{\tau} g_{1}
\end{align*}\right.
$$

where

$$
M_{g_{0}}=4 \pi \zeta^{2} \frac{n}{(2 \pi T)^{3 / 2}} \exp \left(-\frac{\zeta^{2}}{2 T}\right)
$$

4.1. Derivation of the numerical scheme. In order to derive a suitable numerical scheme for the model (4.1) which preserves the admissibility of the solution, the different terms of (4.1) are studied separately. Then the admissibility requirement of the complete scheme is shown under a reduced CFL condition.

Step 1: the first intermediate state is the following

$$
\left\{\begin{array}{l}
\partial_{t} g_{0}+\partial_{x}\left(\zeta g_{1}+u g_{0}\right)=0  \tag{4.2}\\
\partial_{t} g_{1}+\partial_{x}\left(\zeta g_{2}+u g_{1}\right)=0
\end{array}\right.
$$

In order to derive a numerical scheme preserving the realisability of the numerical solution, we consider an underlying kinetic model from which the system (4.2) can be derived by direct angular moments extraction

$$
\begin{equation*}
\partial_{t} F(t, x)+\partial_{x}(a(x) F(t, x))=0 \tag{4.3}
\end{equation*}
$$

with $F=\zeta^{2} g, a(x)=\zeta \mu+u(x)$ and $\mu \in[-1,1]$. Note that $\mu$ is the angular variable in the case of one space dimension.

A natural conservative numerical scheme is proposed for the kinetic equation (4.3)

$$
\begin{equation*}
\frac{F_{i}^{n+1}-F_{i}^{n}}{\Delta t}+\frac{h_{i+1 / 2}^{n}-h_{i-1 / 2}^{n}}{\Delta x}=0 \tag{4.4}
\end{equation*}
$$

with

$$
h_{i+1 / 2}^{n}=a_{i+1 / 2}^{-} F_{i+1}^{n}+a_{i+1 / 2}^{+} F_{i}^{n}
$$

and $a^{ \pm}=\frac{1}{2}(a \pm|a|)$.
Rewriting equation (4.4) as a convex combination

$$
\begin{align*}
F_{i}^{n+1} & =F_{i}^{n}\left(1-\frac{\Delta t}{2 \Delta x}\left(a_{i+1 / 2}-a_{i-1 / 2}\right)-\Delta t \frac{\left|a_{i+1 / 2}\right|+\left|a_{i-1 / 2}\right|}{2 \Delta x}\right) \\
& +F_{i+1}^{n} \frac{2 \Delta t}{\Delta x}\left(\left|a_{i+1 / 2}\right|-a_{i+1 / 2}\right)  \tag{4.5}\\
& +F_{i-1}^{n} \frac{2 \Delta t}{\Delta x}\left(\left|a_{i-1 / 2}\right|-a_{i-1 / 2}\right)
\end{align*}
$$

it follows that the positivity of the numerical distribution function is ensured under the following CFL condition

$$
\begin{equation*}
\Delta t_{1} \leq \frac{\Delta x}{2\|u\|_{\infty}+\zeta} \tag{4.6}
\end{equation*}
$$

The numerical scheme (4.5) rewrites on the following viscous form

$$
\begin{align*}
\frac{F_{i}^{n+1}-F_{i}^{n}}{\Delta t} & +\frac{a_{i+1 / 2} F_{i+1}^{n}+\left(a_{i+1 / 2}-a_{i-1 / 2}\right) F_{i}^{n}-a_{i-1 / 2} F_{i-1}^{n}}{2 \Delta x}  \tag{4.7}\\
& -\frac{\left|a_{i+1 / 2}\right| F_{i+1}^{n}-\left(\left|a_{i+1 / 2}\right|+\left|a_{i-1 / 2}\right|\right) F_{i}^{n}+\left|a_{i-1 / 2}\right| F_{i-1}^{n}}{2 \Delta x}=0
\end{align*}
$$

The angular integration can not be directly performed on the scheme (4.7) because of the angular variable $\mu$ which appears in the term $|a|$ in the numerical viscosity. Therefore we modify (4.7) and consider the following scheme which is suitable for the angular integration.

$$
\begin{align*}
\frac{F_{i}^{n+1}-F_{i}^{n}}{\Delta t} & +\frac{a_{i+1 / 2} F_{i+1}^{n}+\left(a_{i+1 / 2}-a_{i-1 / 2}\right) F_{i}^{n}-a_{i-1 / 2} F_{i-1}^{n}}{2 \Delta x}  \tag{4.8}\\
& -\|a\|_{\infty} \frac{F_{i+1}^{n}-2 F_{i}^{n}+F_{i-1}^{n}}{2 \Delta x}=0
\end{align*}
$$

Remark: Considering (4.8), one observes that the numerical viscosity of the scheme is increased in order to enable the angular integration. Therefore the numerical scheme still preserves the nonnegativity of the numerical solution under CFL condition (4.6).

The angular integration of the scheme (4.8) leads to a natural discretisation for the intermediate state (4.2)

$$
\begin{align*}
& \frac{g_{0 i}^{n+1}-g_{0 i}^{n}}{\Delta t}+\frac{\left(\zeta g_{1 i+1}^{n}+u_{i+1 / 2} g_{0 i+1}^{n}\right)+\left(\left(\zeta g_{1 i}^{n}+u_{i+1 / 2} g_{0 i}^{n}\right)\right.}{2 \Delta x} \\
& \quad-\frac{\left.\left(\zeta g_{1 i}^{n}+u_{i-1 / 2} g_{0 i}^{n}\right)\right)-\left(\zeta g_{1 i}^{n}+u_{i-1 / 2} g_{0 i-1}^{n}\right)}{2 \Delta x}-\left(\zeta+\|u\|_{\infty}\right) \frac{g_{0 i+1}^{n}-2 g_{0 i}^{n}+g_{0 i-1}^{n}}{2 \Delta x}=0 \\
& \frac{(4.9)}{g_{1 i}^{n+1}-g_{1 i}^{n}} \frac{\Delta t}{\Delta t} \begin{array}{l}
\quad\left(\zeta g_{2 i+1}^{n}+u_{i+1 / 2} g_{1 i+1}^{n}\right)+\left(\left(\zeta g_{2 i}^{n}+u_{i+1 / 2} g_{1 i}^{n}\right)\right. \\
2 \Delta x
\end{array}  \tag{4.9}\\
& \quad-\frac{\left.\left(\zeta g_{2 i}^{n}+u_{i-1 / 2} g_{1 i}^{n}\right)\right)-\left(\zeta g_{2 i}^{n}+u_{i-1 / 2} g_{1 i-1}^{n}\right)}{2 \Delta x}-\left(\zeta+\|u\|_{\infty}\right) \frac{g_{1 i+1}^{n}-2 g_{1 i}^{n}+g_{1 i-1}^{n}}{2 \Delta x}=0
\end{align*}
$$

Remark: In order to enforce the realisability conditions (2.13) for the numerical solutions one needs $g_{0 i}^{n+1} \geq 0$ and $\left|g_{1 i}^{n+1}\right| \leq g_{0 i}^{n+1}$ for all $i$. These properties are directly shown by computing $g_{0 i}^{n+1}+g_{1 i}^{n+1}$ and $g_{0 i}^{n+1}-g_{1 i}^{n+1}$. One can show the scheme (4.9) preserves the realisability requirement of the numerical solution under the CFL condition (4.6).

Step 2: the second intermediate step we consider writes

$$
\left\{\begin{array}{l}
\partial_{t} g_{0}-\partial_{\zeta}\left(\frac{d u}{d t} g_{1}+\zeta \partial_{x} u g_{2}\right)=0  \tag{4.10}\\
\partial_{t} g_{1}-\partial_{\zeta}\left(g_{2} \frac{d u}{d t}+\zeta g_{3} \partial_{x} u\right)=0
\end{array}\right.
$$

Following the same procedure than for the first intermediate state, the following underlying kinetic model is proposed

$$
\partial_{t} F(\zeta)-\partial_{\zeta}\left(\left(\frac{d u}{d t} \mu+\zeta \partial_{x} u \mu^{2}\right) F(\zeta)\right)=0
$$

with the following corresponding scheme

$$
\begin{align*}
\frac{F_{j}^{n+1}-F_{j}^{n}}{\Delta t} & +\frac{b_{j+1 / 2} F_{j+1}^{n}+\left(b_{j+1 / 2}-b_{j-1 / 2}\right) F_{j}^{n}-b_{j-1 / 2} F_{j-1}^{n}}{2 \Delta \zeta}  \tag{4.11}\\
& -\|b\|_{\infty} \frac{F_{j+1}^{n}-2 F_{j}^{n}+F_{j-1}^{n}}{2 \Delta \zeta}=0
\end{align*}
$$

with $b=\frac{d u}{d t} \mu+\zeta \partial_{x} u \mu^{2}$. The CFL condition associated reads

$$
\begin{equation*}
\Delta t_{2} \leq \frac{\Delta \zeta}{2\left(\left\|\frac{d u}{d t}\right\|_{\infty}+\zeta\left\|\partial_{x} u\right\|_{\infty}\right)} \tag{4.12}
\end{equation*}
$$

The angular integration of (4.11) leads to the following discretisation for the intermediate state (4.10)

$$
\left.\begin{array}{rl}
\frac{g_{0 j}^{n+1}-g_{0 j}^{n}}{\Delta t} & +\frac{\left(\frac{d u}{d t} g_{1 i+1}^{n}-\zeta_{j+1 / 2} \partial_{x} u g_{2 j+1}^{n}\right)+\left(\frac{d u}{d t} g_{1 j}^{n}-\zeta_{j+1 / 2} \partial_{x} u g_{2 j}^{n}\right)}{2 \Delta \zeta} \\
& -\frac{\left.\left(\frac{d u}{d t} g_{1 j}^{n}-\zeta_{j-1 / 2} \partial_{x} u g_{2 j}^{n}\right)\right)+\left(\frac{d u}{d t} g_{1 j-1}^{n}-\zeta_{j-1 / 2} \partial_{x} u g_{2 j-1}^{n}\right)}{2 \Delta \zeta} \\
& -\left(\left|\frac{d u}{d t}\right|+\left|\left|\zeta \|_{\infty}\right| \partial_{x} u\right|\right) \frac{g_{0 j+1}^{n}-2 g_{0 j}^{n}+g_{0 j-1}^{n}}{2 \Delta \zeta}=0, \\
& -\frac{\left(\frac{d u}{d t} g_{2 j}^{n}-\zeta_{j-1 / 2} \partial_{x} u g_{3 j}^{n}\right)-\left(\frac{d u}{d t} g_{2 j-1}^{n}-\zeta_{j-1 / 2} \partial_{x} u g_{3 j-1}^{n}\right)}{2 \Delta \zeta}  \tag{4.13}\\
& -\left(\left|\frac{d u}{d t}\right|+\|\zeta\|_{\infty}\left|\partial_{x} u\right|\right) \frac{g_{1 j+1}^{n+1}-g_{1 j}^{n}}{\Delta t}
\end{array}\right) \frac{\left(\frac{d u}{d t} g_{2 j+1}^{n}-\zeta_{j+1 / 2} \partial_{x} u g_{3 j+1}^{n}\right)+\left(\frac{d u}{d t} g_{2 j}^{n}-\zeta_{j+1 / 2}^{n} \partial_{x-1} u g_{3 j}^{n}\right)}{2 \Delta \zeta}=0.1 .
$$

Remark: The scheme (4.13) preserves the realisability domain under the CFL condition (4.12).

Step 3: the third state we consider is the following

$$
\left\{\begin{array}{l}
\partial_{t} g_{0}=0 \\
\partial_{t} g_{1}+\frac{g_{0}-g_{2}}{\zeta} \frac{d u}{d t}=0
\end{array}\right.
$$

We choose the following classical scheme for this first model

$$
\left\{\begin{array}{l}
g_{0 i j}^{n+1}=g_{0 i j}^{n} \\
g_{1 i j}^{n+1}=g_{1 i j}^{n}-\Delta t \frac{g_{0 i j}-g_{2 i j}}{\zeta_{j}}\left(\frac{d u}{d t}\right)_{i}
\end{array}\right.
$$

Remark: This scheme preserves the realisability conditions under CFL conditions

$$
\Delta t_{3} \leq \frac{\zeta}{\left|\frac{d u}{d t}\right|}\left|\frac{1+\alpha}{1-\chi(\alpha)}\right|
$$

where $\alpha$ is defined by (2.11).
Proof. This result is directly obtained by computing $g_{0 i}^{n+1} \pm g_{1 i}^{n+1}$.
Remark: The term $\left|\frac{1+\alpha}{1-\chi(\alpha)}\right|$ does not tend to zero as $\alpha$ tends to -1 . Indeed, using the definition of $\chi$ given in (2.11), one can show that $\left|\frac{1+\alpha}{1-\chi(\alpha)}\right|$ tends to $1 / 2$ as $\alpha$ tends to -1 .

Step 4: the fourth intermediate step we consider writes

$$
\left\{\begin{array}{l}
\partial_{t} g_{0}=0 \\
\partial_{t} g_{1}+\partial_{x} u\left(g_{1}-g_{3}\right)=0
\end{array}\right.
$$

Following the third step we propose

$$
\left\{\begin{array}{l}
g_{0 i}^{n+1}=g_{0 i}^{n} \\
g_{1 i}^{n+1}=g_{1 i}^{n}+\Delta t\left(\partial_{x} u\right)_{i}\left(g_{1 i}-g_{3 i}\right)
\end{array}\right.
$$

Remark: This scheme preserves the realisability conditions under CFL conditions

$$
\Delta t_{4} \leq \frac{1}{\left|\partial_{x} u\right|}\left|\frac{1+\alpha}{\alpha-\chi_{2}(\alpha) \operatorname{sgn}(\alpha)}\right|
$$

Using the definition of $\chi_{2}$, we remark that $\left|\frac{1+\alpha}{\alpha-\chi_{2}(\alpha) \operatorname{sgn}(\alpha)}\right|$ tends to $1 / 2$ as $\alpha$ tends to -1 .
In order to derive a admissible numerical scheme for the complete model (4.1), we propose to consider the following time semi-discretisation

$$
\begin{equation*}
U^{n+1}=U^{n}+\Delta t \sum_{k=1}^{N} F_{k}\left(U^{n}\right) \tag{4.14}
\end{equation*}
$$

where

$$
U^{n+1}=\binom{g_{0}^{n+1}}{g_{1}^{n+1}}
$$

$F_{k}$ represents the discretisation proposed for the $k^{t h}$ intermediate step and N is the number of intermediate step considered. Equation (4.14) rewrites under the form of a convex combination

$$
\begin{equation*}
U^{n+1}=\sum_{k=1}^{N} \frac{1}{N}\left[U^{n}+(N \Delta t) F_{k}\left(U^{n}\right)\right] \tag{4.15}
\end{equation*}
$$

Setting $\tilde{\Delta} t=N \Delta t$, one shows that if each intermediate step

$$
\tilde{U}^{n+1}=U^{n}+\tilde{\Delta} t F_{k}\left(U^{n}\right)
$$

preserves the realisability conditions of the numerical solution under CFL condition

$$
\tilde{\Delta} t \leq C_{k}
$$

Therefore the general scheme (4.14) preserves the realisability conditions of the numerical solution under the following CFL condition

$$
\Delta t \leq \min _{k}\left(\frac{C_{k}}{N}\right)
$$

The following result is then obtained
THEOREM 4.1. The general scheme (4.14) preserves the realisability conditions under the following CFL condition

$$
\begin{equation*}
\Delta t \leq \frac{1}{4} \min \left(\Delta t_{1}, \Delta t_{2}, \Delta t_{3}, \Delta t_{4}\right) \tag{4.16}
\end{equation*}
$$

Proof. Each step preserves the realisability conditions under CFL condition. Therefore, by convexity of the admissible set, considering the convex combination (4.15) and using the condition (4.1), we directly obtain that the general scheme (4.14) preserves the realisability conditions under the CFL condition (4.16).
A splitting technique is used for the collisional terms. More precisely, we start solving the advection terms using the previous schemes, then the following system is considered to compute the contribution of the collisional terms

$$
\left\{\begin{array}{l}
\partial_{t} g_{0}=\frac{1}{\tau}\left(M_{g_{0}}-g_{0}\right)  \tag{4.17}\\
\partial_{t} g_{1}=-\frac{1}{\tau} g_{1}
\end{array}\right.
$$

An implicit discretisation is considered and the scheme writes

$$
\left\{\begin{align*}
g_{0}^{n+1} & =\frac{1}{1+\frac{\Delta t}{\tau}}\left(\frac{\Delta t}{\tau} M_{g_{0}}^{n+1}+g_{0}^{n}\right)  \tag{4.18}\\
g_{1}^{n+1} & =\frac{1}{1+\frac{\Delta t}{\tau}} g_{1}^{n}
\end{align*}\right.
$$

Therefore, the density $n$ and the temperature $T$ at time $t^{n+1}$ are now required to compute $M_{g_{0}}^{n+1}$. We recall here the definitions of the density and temperature in terms of $g_{0}$

$$
n=\int_{0}^{+\infty} g_{0} d \zeta, \quad T=\frac{1}{3 n R} \int_{0}^{+\infty} g_{0} \zeta^{2} d \zeta
$$

These quantities are obtained by observing that the quantities $\int_{0}^{+\infty} g_{0} d \zeta$ and $\int_{0}^{+\infty} g_{0} \zeta^{2} d \zeta$ are conserved by system (4.17). Indeed, by using the mass and energy conservation properties of the BGK collisional operators, the system (4.17) leads to

$$
\partial_{t}\left(\int_{0}^{+\infty} g_{0} d \zeta\right)=0, \quad \partial_{t}\left(\int_{0}^{+\infty} g_{0} \zeta^{2} d \zeta\right)=0
$$

Therefore, since we have started to solve the advection terms, the density $n$ and temperature $T$ are already known at time $t^{n+1}$. They are used to compute $M_{g_{0}}^{n+1}$ in (4.18). We mention that the same procedure can be used when working with the original kinetic equation.

Different discretisations have been considered in order to compute the velocity $u$ and its space and time derivatives. On the test cases considered, the different choices give very similar results which do not seem sensitive to these choices of discretisation. We mention here that $\frac{d u}{d t}$ and $\frac{\partial u}{\partial x}$ are first required to compute the CFL condition to obtain $\Delta t$. To achieve such an issue we start combining equation (2.7) and the mass conservation equation (3.20) to obtain

$$
\frac{d u}{d t}=-\frac{1}{n} \partial_{x}\left(\int_{0}^{+\infty} g_{2} \zeta^{2} d \zeta\right)
$$

Therefore the following discretisation is considered for the term $\frac{d u}{d t}$

$$
\left(\frac{d u}{d t}\right)_{i}=-\frac{1}{n_{i}} \sum_{p=1}^{p f} \zeta_{p}^{2} \frac{\bar{h}_{i+1 / 2 p}^{n}-\bar{h}_{i-1 / 2 p}^{n}}{\Delta x} \Delta \zeta
$$

where the numerical fluxes writes

$$
\bar{h}_{i+1 / 2 p}^{n}=\frac{1}{2}\left[\left(g_{2 i+1 p}^{n}+g_{2 i p}^{n}\right)-\left(g_{1 i+1 p}^{n}-g_{2 i p}^{n}\right)\right] .
$$

A simple centred scheme is used for the space derivative of $u$

$$
\left(\frac{\partial u}{\partial x}\right)_{i}^{n}=\frac{u_{i+1}^{n}-u_{i-1}^{n}}{2 \Delta x} .
$$

Once the time step is obtained we compute $g_{0}$ and $g_{1}$ at time $t^{n+1}$. Finally the new velocity at time $t^{n+1}$ is obtained by solving the conservations laws (4.19) using a standard HLL scheme. For the numerical test presented in the next section, an usual Van Leer's slope limiter [27] is used.
4.2. Enforcement of the discrete energy conservation and zero mean velocity condition. In this section, the enforcement of the discrete energy conservation and zero mean velocity condition is discussed. In a recent work [37], a numerical scheme has been proposed to enforce the discrete zero mean velocity condition considering a kinetic equation. However, this strategy does not directly apply in the present case since a nonlinear set of equations (4.1) is considered associated to the realisability conditions (2.13). The enforcement of the discrete energy conservation and the zero mean velocity condition while preserving realisability conditions (2.13) of the numerical solution is particularly challenging and beyond the scope of the present study. However, in order to be able to present numerical results, in this section a correction of the numerical solution is proposed.

In order to enforce the correct energy conservation, we start considering the following conservation laws associated to (4.1)

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\operatorname{div}_{x}(\rho u)=0  \tag{4.19}\\
\partial_{t}(\rho u)+\operatorname{div}_{x}(\rho u \otimes u+p-s)=0 \\
\partial_{t} E+\operatorname{div}_{x}((E+p-s) u+q)=0
\end{array}\right.
$$

where $E$ is the total energy. The pressure tensor $p$, the stress tensor $s$ and the heat flux $q$ expressed in terms of the angular moments read

$$
p-s=\frac{m}{2} \int_{0}^{+\infty} g_{2} \zeta^{2} d \zeta, \quad q=\frac{m}{2} \int_{0}^{+\infty} g_{1} \zeta^{3} d \zeta
$$

At each time time step, the set of conservation laws (4.19) is numerically solved. Then the numerical solution is corrected by using

$$
g_{0 p}=\alpha \exp \left(\beta \zeta_{p}^{2}\right) \bar{g}_{0 p}, \quad \forall p \in\{1 ; \ldots ; p f\}
$$

where $g_{0}$ is the corrected solution and $\bar{g}_{0}$ the solution which requires a correction computed with the scheme (4.14). The coefficients $\alpha$ and $\beta$ are numerically computed such that

$$
m \sum_{p=1}^{p f} g_{0 p} \Delta \zeta=\rho, \quad \frac{m}{2} \sum_{p=1}^{p f} g_{0 p} \zeta_{p}^{2} \Delta \zeta=E-\frac{\rho u^{2}}{2}
$$

where the quantities $E, \frac{\rho u^{2}}{2}$ and $\rho$ are known at each time step since the set (4.19) has been numerically solved. This procedure enables the enforcement of the correct energy conservation. As it will be shown in the next section this correction is important for the numerical results, in particular in order to numerically capture shock waves.

In order to enforce the zero mean velocity condition (3.19) at the discrete level, one could think in proposing an adapted discretisation for the source terms which appears in the second equation of (4.1). However, this procedure leads to an unsuitable CFL condition when considering the realisability requirements (2.13) for the numerical solution. Therefore the following correction is proposed based on the resolution of the convex optimisation problem

$$
\min _{g_{1} \in \mathbb{R}^{p f}} \frac{1}{2}\left\|g_{1}-\bar{g}_{1}\right\|_{L^{2}}^{2}=0
$$

under equality constraint

$$
\sum_{p=1}^{p f} g_{1 p} \zeta_{p} \Delta \zeta=0
$$

where $g_{1}$ is the corrected solution and $\bar{g}_{1}$ the solution before correction given by the scheme (4.14). One observes that this procedure does not enforce the realisable conditions of the numerical solutions. In such unfortunate case, $g_{1}$ is simply projected on the realisable set. We also mention that a similar $L_{2}$ projection method was proposed in [15], in the context of conservation properties for Boltzmann solvers.
5. Numerical results. In this section, several test cases are presented. Depending on the regime considered, the numerical results obtained with the scheme introduced in the previous part for the angular $M_{1}$ moments model in a moving frame, denoted $M_{1}$ mobile, are compared either with an exact solution or with a kinetic reference solution. The results are given with and without the correction procedure. In the following, the kinetic solution has been obtained considering a standard
kinetic 1D3V BGK model using an usual Lax-Friedrichs scheme with the second order Van Leers slope limiter [27]. The results obtained with this scheme are denoted BGK 1D3V. In addition, the results obtained considering a second order HLL scheme for the Euler equations using the second order Van Leers slope limiter are also given. These results obtained using this scheme are denoted Euler.

Test 1: Temperature gradient test case in different collisional regimes.
The first test case we study consists in considering a strong temperature gradient at initial time and studying the temporal evolution of density, velocity and temperature. The initial distribution function is supposed to be a Maxwellian distribution function defined by

$$
f_{i n i}(x, v)=\frac{n_{i n i}(x)}{\left(2 \pi T_{i n i}(x)\right)^{3 / 2}} \exp \left(-\frac{\left(v-u_{i n i}(x)\right)^{2}}{2 T_{i n i}(x)}\right)
$$

with

$$
n_{i n i}(x)=1, \quad u_{i n i}(x)=0, \quad T_{i n i}(x)=2-\arctan (x)
$$

The space range chosen is $[-40,40]$, and the velocity range $[-15,15]^{3}$. For the present test case, 400 cells in space and $200^{3}$ cells in velocity have been considered for the 1D3V BGK kinetic approach. Also, 400 cells in space and 200 cells in velocity modulus have been considered for the $M_{1}$ mobile scheme. Finally, 400 cells in space have been considered for the Euler description.
Neumann boundary conditions are considered, the values in the boundary ghost cells set to the values in the corresponding real boundary cells.
1.a Fluid regime.

The first regime we consider is the fluid regime. The collisional parameter $\tau$ is set equal to zero. In Figure 5.1, the density, velocity and temperature profiles are displayed at time $t=10$ for the kinetic BGK 1D3V scheme in continuous blue, the $M_{1}$ mobile scheme in dashed green, the $M_{1}$ mobile scheme with correction in dashed blue and for the Euler scheme in dashed-point pink. It is observed that all the schemes converge towards the same solution. This behaviour is expected since working in fluid regime the distribution remains a Maxwellian distribution function and the three descriptions give the same solution.
1.b Rarefied regime.

The second regime we consider is a rarefied regime where the collisional parameter $\tau$ is set equal to 1. In Figure 5.2, the density, velocity, temperature and heat flux profiles are displayed at time $t=10$ for the kinetic BGK 1D3V scheme in continuous blue, the $M_{1}$ mobile scheme in dashed green, the $M_{1}$ mobile scheme with correction in dashed blue and for the Euler scheme in dashed-point pink. The Euler scheme gives the same results than in the previous case 1a. This is expected since the description is not able to distinguish the different regimes. In this case the heat flux is equal to zero. One observes that $M_{1}$ mobile scheme gives close results to the ones obtained with the kinetic BGK 1D3V scheme. When looking at the heat flux profiles, one observes that the general trends are qualitatively similar with some notable differences in the amplitude reached. Since the heat flux is a high order velocity moment, the differences between the models are particularly visible. The $M_{1}$ model is accurate in collisional


Fig. 5.1: Test 1a - Solution profiles obtained for the temperature gradient test case with $\tau=0$ at time $t=10$.
regimes, however as pointed out in [23], it can be inaccurate in collisionless regimes. The differences observed here, are due to the inaccuracy to the $M_{1}$ model in rarefied regime.
1.c Non-homogeneous collisional parameter.

When considering realistic physical applications, the collisional parameter varies according to the gas conditions. Therefore, in the third case we consider that the collisional parameter $\tau$ is variable in space and is defined by

$$
\tau(x)=\frac{1}{2}(\arctan (1+0.1 x)+\arctan (1-0.1 x))
$$

In Figure 5.3, the density, velocity, temperature and heat flux profiles are displayed at time $t=10$ for the kinetic BGK 1D3V scheme in continuous blue, the $M_{1}$ mobile scheme in dashed green and for the Euler scheme in dashed-point pink. It is observed that the profiles obtained using the $M_{1}$ mobile scheme and the BGK 1D3V scheme are very close. One also observes that even the heat flux profiles are very similar. These results show the interest in using an angular moment model.

Test 2: Sod tube test case in fluid regime
The second test case we study is the Sod tube test case in fluid regime. The initial distribution function is supposed to be a Maxwellian distribution function defined by

$$
f_{i n i}(x, v)=\frac{n_{i n i}(x)}{\left(2 \pi T_{i n i}(x)\right)^{3 / 2}} \exp \left(-\frac{\left(v-u_{i n i}(x)\right)^{2}}{2 T_{i n i}(x)}\right)
$$



Fig. 5.2: Test 1b - Solution profiles obtained for the temperature gradient test case with $\tau=1$ at time $t=10$.


Fig. 5.3: Test 1c - Solution profiles obtained for the temperature gradient test case with variable collisional parameter at time $t=10$.


Fig. 5.4: Test 2 - Sod tube test case with $\tau=0$ at time $t=7.34 \cdot 10^{-2}$.
with

$$
\left(n_{i n i}(x), u_{i n i}(x), T_{i n i}(x)\right)=\left\{\begin{array}{lll}
\left(1.00 \cdot 10^{-4},\right. & 0, & \left.4.80 \cdot 10^{-3}\right) \\
\text { if } x<0 \\
\left(1.25 \cdot 10^{-5},\right. & 0, & \left.3.84 \cdot 10^{-3}\right)
\end{array} \text { if } x>0\right.
$$

The space range chosen is $[0,0.6]$, and the velocity range $[-20,20]^{3}$. For the present test case, 200 cells in space and $200^{3}$ cells in velocity have been considered for the 1D3V BGK kinetic approach. Also, 200 cells in space and 200 cells in velocity modulus have been considered for the $M_{1}$ mobile scheme. Finally, 200 cells in space have been considered for the Euler description. Neumann boundary conditions are considered, the values in the boundary ghost cells are set to the values in the corresponding real boundary cells. For this test case, we consider the fluid regime therefore the collisional parameter $\tau$ is set equal to 0 . For this test case an exact solution is known, a rarefaction wave, a contact discontinuity and a shock wave appear. In Figure 5.4, the mass density, velocity and temperature solution profiles are displayed at time $t=7.34 \cdot 10^{-2}$. It is observed that the rarefaction wave (left side) is correctly captured by the $M_{1}$ mobile scheme (solution displayed in dashed green). However, one remarks that the shock amplitude is not correctly captured. It has been observed that this incorrect behaviour is due to the wrong discrete energy conservation. Indeed, by using the correction procedure introduced in the previous part the results in dashed blue are obtained, in this case the correct amplitude is recovered. We notice, the importance of the correct discrete energy conservation for capturing shock waves. This point is highlighted in the next test case.

Test 3: Double shock wave test case

The third test case we study is the double shock wave test case in fluid regime. The initial distribution function is supposed to be a Maxwellian distribution function defined by

$$
f_{i n i}(x, v)=\frac{n_{i n i}(x)}{\left(2 \pi T_{i n i}(x)\right)^{3 / 2}} \exp \left(-\frac{\left(v-u_{i n i}(x)\right)^{2}}{2 T_{i n i}(x)}\right)
$$

with

$$
(\rho(x), u(x), T(x))= \begin{cases}(1,2,0.4) & \text { if } x<0 \\ (1,-2,0.4) & \text { if } x>0\end{cases}
$$

The space range chosen is $[0,1]$, and the velocity range $[-15,15]^{3}$. For the present test case, 200 cells in space and $200^{3}$ cells in velocity have been considered for the 1 D 3 V BGK kinetic approach. Also, 200 cells in space and 200 cells in velocity modulus have been considered for the $M_{1}$ mobile scheme. Finally, 200 cells in space have been considered for the Euler description. Neumann boundary conditions are considered, the values in the boundary ghost cells are set to the values in the corresponding real boundary cells. For this test case, we consider the fluid regime therefore the collisional parameter $\tau$ is set equal to 0 . For this test case an exact solution is known, two shock waves are created. In Figure 5.5, the mass density, velocity and temperature solution profiles are displayed at time $t=0.15$. Similarly as remarked in the previous test case, it is observed that the $M_{1}$ scheme does not capture the correct amplitude profile nor the correct shock positions (results in dashed green). The results displayed in dashed blue are obtained using the corrected scheme. It is observed that the correction enables to correctly captures the shock profiles. This example confirms the importance of the discrete energy conservation.

Test 4: Case of large velocity differences
In this test case an initial profile with large velocity differences in the domain is considered. This configuration is problematic for the usual BGK model since a very large and refined velocity grid is required to correctly describe the distribution functions in all the domain [6]. The initial distribution function writes

$$
f_{i n i}(x, v)=\frac{n_{i n i}(x)}{\left(2 \pi T_{i n i}(x)\right)^{3 / 2}} \exp \left(-\frac{\left(v-u_{i n i}(x)\right)^{2}}{2 T_{i n i}(x)}\right)
$$

with

$$
u_{i n i}(x)=20-12 \arctan (x / 4), \quad\left(\rho_{\mathrm{ini}}(x), T_{\mathrm{ini}}(x)\right)=(1,0.4)
$$

The initial velocity profile is displayed in Figure ??. The space range chosen is $[-50,50]$ and one notices the large velocity differences in the domain. For the present test case, 4000 cells in space and $500 \times 10 \times 10$ cells in velocity have been considered for the 1D3V BGK kinetic approach for the velocity range $[-10,60] \times[0,5] \times[0,5]$. The number of points required is particularly expensive and makes the BGK approach particularly unsuitable for this case. Also, 4000 cells in space and only 100 cells for the grid $[0,5]$ in velocity modulus have been considered for the $M_{1}$ mobile scheme. The large difference of number of points required for the $M_{1}$ mobile model and for


Fig. 5.5: Test 3 - Double shock wave test case with $\tau=0$ at time $t=0.15$.


Fig. 5.6: Test 4 - Initial velocity profile.
the BGK model highlights the interest of the approach proposed here. Finally, 4000 cells in space have been considered for the Euler description. Neumann boundary conditions are considered. For this test case, we consider the fluid regime therefore the collisional parameter $\tau$ is set equal to 0 .
In Figure 5.6, the density, velocity and temperature solution profiles are displayed at time $t=0.1$ for the kinetic BGK 1D3V scheme in continuous blue, the $M_{1}$ mobile scheme in dashed green and for the Euler scheme in dashed-point pink. It is observed that the three profiles obtained are very close. More precisely, when looking at the temperature profile the results obtained with the $M_{1}$ mobile are almost identical with the ones obtained with the Euler model. The BGK model remains very close of the two others models despite the huge computational cost involved for this simulation.


Fig. 5.7: Test 4 - Large velocities test case with $\tau=0$ at time $t=0.1$.

In this configuration, these results demonstrate the interest in using the $M_{1}$ mobile model, compared to usual kinetic approaches, since accurate results are obtained at much lower numerical costs.
6. Conclusion. In this work, the $M_{1}$ angular moments model in the particles mean velocity frame has been derived. Several fundamental properties of the model have been presented. In particular, the importance of working in the mean velocity frame has been highlighted. Indeed, this choice of framework is relevant when considering the Galilean invariance property of angular moments models. The derivation of the associated conservation laws has been detailed in addition to the zero mean velocity condition. A numerical scheme preserving the realisable sets has been proposed and validated with numerical test cases in different collisional regimes. Also, the importance of the correct discrete energy conservation has been emphasised.

As a short term perspective, one needs to derive a numerical scheme enforcing the discrete energy conservation and the zero mean velocity condition. Such an issue is challenging since it should be done preserving the realisable property of the numerical solution. As long term perspective, it would be interesting to study the motion of charged particles. One could consider the electron particle transport working in the ion mean velocity framework. This choice would enable a great simplification of the electron-ion collisional operator and an important step toward the multispecies particle transport for plasma physics applications.

Appendix: derivation of the angular $M_{1}$ model in a moving frame (2.5). In this section, the derivation of the angular $M_{1}$ model in a moving frame is detailed. The kinetic equation (2.2) is considered for the angular integration. Introduce a test
function $\phi$, we consider the integral

$$
\int_{c}\left(\partial_{t} g+\operatorname{div}_{x}((c+u) g)-\operatorname{div}_{c}\left(\frac{d u}{d t} g+\frac{\partial u}{\partial x} c g\right)\right) \phi(\zeta) d c=0
$$

By using the Green formulae and $c=\zeta \Omega$

$$
\int_{c}\left(\partial_{t} g+d i v_{x}((c+u) g)\right) \phi(\zeta) d c+\int_{c}\left(\frac{d u}{d t} \cdot g \Omega+\frac{\partial u}{\partial x}: \Omega \otimes \Omega \zeta g\right) \phi^{\prime}(\zeta) d c=0
$$

In spherical coordinates the previous equation leads to

$$
\int_{\zeta} \int_{S^{2}}\left(\partial_{t} g+d i v_{x}((c+u) g)\right) \phi(\zeta) \zeta^{2} d \Omega d \zeta+\int_{\zeta} \int_{S^{2}}\left(\frac{d u}{d t} \cdot g \Omega+\frac{\partial u}{\partial x}: \Omega \otimes \Omega \zeta g\right) \phi^{\prime}(\zeta) \zeta^{2} d \Omega d \zeta=0
$$

By using the definitions of the angular moments

$$
\int_{\zeta}\left(\partial_{t} g_{0}+d i v_{x}\left(\zeta g_{1}+u g_{0}\right)\right) \phi(\zeta) d \zeta+\int_{\zeta}\left(\frac{d u}{d t} \cdot g_{1}+\frac{\partial u}{\partial x}: \zeta g_{2}\right) \phi^{\prime}(\zeta) d \zeta=0
$$

Finally by integration by part,

$$
\int_{\zeta}\left(\partial_{t} g_{0}+d i v_{x}\left(\zeta g_{1}+u g_{0}\right)-\frac{\partial}{\partial \zeta}\left[\frac{d u}{d t} \cdot g_{1}+\frac{\partial u}{\partial x}: \zeta g_{2}\right]\right) \phi(\zeta) d \zeta=0
$$

This holds true for all test function $\phi$ then one obtains the first equation of (2.5)

$$
\partial_{t} g_{0}+\operatorname{div}_{x}\left(\zeta g_{1}+u g_{0}\right)-\frac{\partial}{\partial \zeta}\left[\frac{d u}{d t} . g_{1}+\frac{\partial u}{\partial x}: \zeta g_{2}\right]=0
$$

Introduce a test function $\phi \Omega$, we consider the integral

$$
\int_{c}\left(\partial_{t} g+d i v_{x}((c+u) g)-\operatorname{div} v_{c}\left(\frac{d u}{d t} g+\frac{\partial u}{\partial x} c g\right)\right) \phi(\zeta) \Omega d c=0
$$

By using the Green formulae

$$
\int_{c}\left(\partial_{t} g+d i v_{x}((c+u) g)\right) \phi(\zeta) \Omega d c+\int_{c} \frac{\partial \phi(\zeta) \Omega}{\partial c}\left(\frac{d u}{d t} g+\frac{\partial u}{\partial x} c g\right) d c=0
$$

Using the fact that

$$
\frac{\partial \phi(\zeta) \Omega}{\partial c}=\phi^{\prime}(\zeta) \Omega \otimes \Omega+\phi(\zeta) \frac{I d-\Omega \otimes \Omega}{\zeta}
$$

Then the second term of the left side of the equation gives

$$
\begin{aligned}
\int_{c} \frac{\partial \phi(\zeta) \Omega}{\partial c}\left(\frac{d u}{d t} g+\frac{\partial u}{\partial x} c g\right) d c & =\int_{c} \frac{I d-\Omega \otimes \Omega}{\zeta} \frac{d u}{d t} g \phi(\zeta) d c+\int_{c} \frac{I d-\Omega \otimes \Omega}{\zeta} \frac{\partial u}{\partial x} c g \phi(\zeta) d c \\
& +\int_{c} \Omega \otimes \Omega \frac{d u}{d t} \phi^{\prime}(\zeta) g(c) d c+\int_{c} \Omega \otimes \Omega \frac{\partial u}{\partial x} c g(c) \phi^{\prime}(\zeta) d c
\end{aligned}
$$

The first term of the right side reads

$$
\int_{c} \frac{I d-\Omega \otimes \Omega}{\zeta} \frac{d u}{d t} g \phi(\zeta) d c=\int_{\zeta} \frac{g_{0} I d-g_{2}}{\zeta} \frac{d u}{d t} \phi(\zeta) d \zeta
$$

The second term of the right side writes

$$
\int_{c} \frac{I d-\Omega \otimes \Omega}{\zeta} \frac{\partial u}{\partial x} c g \phi(\zeta) d c=\int_{\zeta}\left(\frac{\partial u}{\partial x} g_{1}-g_{3} \frac{\partial u}{\partial x}\right) \phi(\zeta) d \zeta
$$

The third term of the right side leads to

$$
\int_{c} \Omega \otimes \Omega \frac{d u}{d t} \phi^{\prime}(\zeta) g(c) d c=-\int_{\zeta} \frac{\partial g_{2}}{\partial \zeta} \frac{d u}{d t} \phi(\zeta) d \zeta
$$

The fourth term of the right side gives

$$
\int_{c} \Omega \otimes \Omega \frac{\partial u}{\partial x} c g(c) \phi^{\prime}(\zeta) d c=-\int_{\zeta} \frac{\partial \zeta g_{3}}{\partial \zeta} \frac{\partial u}{\partial x} \phi(\zeta) d \zeta .
$$

Finally one obtains the second equation of (2.5)
$\partial_{t} g_{1}+\operatorname{div}_{x}\left(\zeta g_{2}+u \otimes g_{1}\right)-\partial_{\zeta}\left(g_{2} \frac{d u}{d t}+\zeta g_{3} \frac{\partial u}{\partial x}\right)+\frac{g_{0} I d-g_{2}}{\zeta} \frac{d u}{d t}+\left(\frac{\partial u}{\partial x} g_{1}-g_{3} \frac{\partial u}{\partial x}\right)=0$.
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